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The application of temporal gating in the
measurement of response amplitude operators
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Abstract—Scale model testing of wave energy converters
(WEC) in wave flumes and basins is essential for full-
scale development. One of the parameters commonly mea-
sured is the response amplitude operator (RAO), which
represents the response of the WEC to wave excitation.
RAOs are typically measured at discrete frequencies using
regular waves. This approach can be slow, depending on
the fidelity and frequency resolution. An alternative is to
use a broadband wave source, however reflections from
walls can significantly contaminate the frequency response
measurement. In this paper, a rapid method for measuring
the RAO is presented using a chirp signal to generate waves
in the frequency range of interest to measure the transfer
function, and a temporal gating technique (commonly
used in experimental acoustics and RF engineering) to
remove reflections. The technique will be demonstrated on
numerical data, as well as two scale experiments.

Index Terms—wave energy, experiments, OWC, temporal
gating

I. INTRODUCTION

SYSTEM identification is a common problem for the
majority of engineering disciplines [1] including

acoustics, vibrations, radio frequency (RF) engineer-
ing, and ocean engineering [2]. In order to identify
a transfer function or a mathematical model of any
plant, physical experiments need to be designed and
conducted to measure the input and output signals
of the system. Ideally, experiments should be carried
out in an anechoic environment free of reflections. For
example, precise acoustical measurements are gener-
ally performed in anechoic chambers (see Fig. 1) that
provide a free-field environment without noise interfer-
ence or sound reflection. The same approach is used
for RF array characterisation. In ocean engineering,
experiments are usually conducted in wave flumes or
basins that are typically equipped with wave-absorbing
systems which can be passive (i.e. dissipative beach) or
active (i.e. active absorption wave maker) [3].
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Fig. 1. Anechoic chamber at the University of Adelaide, Australia.

However, it is difficult to achieve complete absorp-
tion of the propagating wave, and reflections begin
to introduce uncertainty into experiments. Sometimes
the presence of reflections severely limits the ability to
perform specific tests, particularly when there is a need
to measure the response of a system over a sufficiently
long time to obtain adequate statistics [4]. One way of
removing the effect of reflections from the measured
signal is the application of temporal gating. This signal-
processing technique is commonly used in acoustics
and RF engineering. In ocean engineering, temporal
gating is also used when it comes to the analysis of the
system response in regular waves, and there is a need
to discard part of the measured signal when reflection
effects become obvious. However, this methodology is
not widely used in wave flume experiments for the
analysis of broadband signals, i.e. irregular waves or
chirp excitation.

This paper has two main objectives: (1) to demon-
strate that the chirp wave excitation can be used as
an alternative to the regular wave analysis in physical
experiments, and (2) to demonstrate an application of
temporal gating in ocean engineering, in particular, the
field of wave energy converters.

II. RESPONSE AMPLITUDE OPERATOR

The response amplitude operator (RAO) is a transfer
function between the incident wave (input) and the
motion amplitude of the floating or submerged object
(output) estimated over a range of wave frequencies
[5]:

RAO(ω) =
AWEC(ω)

AI(ω)
, (1)
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where AI is the incident wave amplitude, and AWEC

is the motion amplitude of the WEC.
RAOs are also commonly used as a measure to vali-

date the developed numerical models through physical
experiments, and to identify or tune some unknown
coefficients (i.e. viscous damping) [6].

A. Regular waves
The most reliable way to estimate accurate values

of the RAO via experiments is to perform a series of
regular wave tests. It is recommended [7] to use 5-20
cycles of the recorded signal for the determination of
the transfer function. Also, the time interval chosen
for the analysis should begin after start-up transients
but before the reflected waves reach the model. The
number of tested wave frequencies depends on the
nature of the experiments but is usually more than 10.
Before each subsequent test, it is required to achieve a
complete settling of water in the flume or basin, which
significantly increases the test time.

In addition to the range of wave frequencies, it is also
often required to test the scale models under various
wave heights and perform a sensitivity analysis of the
system to various design parameters (drafts, damping
ratios, air chamber volumes, etc.). The addition of
every new variable to the test matrix slows down the
process.

B. Chirp
Alternative methods for the system identification in-

clude the broadband excitation of the plant that covers
the frequency range where the system has a significant
non-zero response [8]. A typical system input (i.e.
incident wave elevation) can be generated as a chirp
signal, a random amplitude - random phase sequence,
or a multi-sine signal [9]. This paper focuses on using
a chirp signal.

A chirp is a signal of constant amplitude in which
the frequency changes with time. Frequency changes
can be linear, exponential, or hyperbolic. In the case of
a linear chirp, the signal x(t) can be modelled as [10]:

x(t) = A(t) sin
(
ω0t+ θ(t)

)
(2)

= A sin
(
ω0t+

∆ω

2T
t2
)
, (3)

where ω0 is a chirp starting frequency, A(t) and θ(t)
are time-dependent amplitude and phase of the signal
respectively, ∆ω is the frequency sweep, and T is the
sweep length. An example linear chirp signal is shown
in Fig. 2 where the frequency changes from 1 Hz to
6 Hz (∆f = ∆ω/(2π) = 5 Hz) over the period T = 10 s.

The spectrum (energy content) of the chirp signal is
significantly affected by the product T.∆f as shown in
Fig. 3. Therefore, in order to achieve the desired shape
of the spectrum, the sweep length T should be chosen
based on the sweep frequency ∆f . Also, regardless of
the selected value of T.∆f , the useful information close
to the start and end frequencies might be lost.

If the incident wave is generated as a chirp signal
x(t), and the response of a WEC y(t) is measured, the

Fig. 2. An example of a chirp signal with an amplitude of 1, where
the instantaneous frequency changes from 1 to 6 Hz in 10 s.

Fig. 3. Dependence of the chirp power spectral densities (PSD) on
the value of T.∆f . The frequency changes from 1 to 6 Hz.

transfer function of the WEC (amplitude and phase)
can be estimated using various system identification
techniques, for example, Welch’s method (the reader
is referred to [11], [12] for mathematical expressions).
In MATLAB [13], in-built functions tfestimate and
modalfrf are designed for this purpose.

The measurement of the incident wave x(t) that can
be used as a reference for the RAO calculation can be
done in several ways:

1) the reference wave gauge is placed in front of the
device, but at a distance from the wave generator,
to ensure full wave formation;

2) the reference wave gauge is placed alongside
from the tested model to ensure that both wave
elevation and WEC responses are measured at the
same distance from the wavemaker;

3) the reference wave gauge is placed at the location
of the tested model, but the measurement is
performed separately in an empty flume or basin
to exclude any scattering effects from the tested
model.

As shown in Fig. 3, experiments should be run
for a sufficiently long time to ensure that the system
response is captured across all frequencies resulting
in contamination of the measurements by reflective
waves from the end of the flume. There are techniques
that allow the decomposition of wave measurements
into the incident and reflected wave components. For
example, a three-point methodology [14] can be used
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to obtain the spectrum of the incident wave separately
from the reflected wave by using measurements from
three wave probes. However, such procedures do not
really exist for the analysis of the WEC response, and
temporal gating can be used for this purpose which is
widely used in other engineering disciplines.

III. TEMPORAL GATING

In this section, the procedure of temporal gating is
explained using numerical analysis. Let us assume that
the scale model of the circular oscillating water column
(OWC) with a radius of 0.15 m, and a draft of 0.5 m is
placed in a wave flume with a water depth of 1 m. The
flume is equipped with a beach installed 15 m from
the model location and has an absorption coefficient
of 0.2. The numerical analysis is performed based on
the boundary element method (BEM) package WAMIT
[15]. It is assumed that the reference wave elevation is
measured at the location of the OWC’s centre line.

Step 1. Transfer function
First, it is required to estimate the WEC transfer

function (TF) H(ω) between the incident wave x(t) and
the free surface elevation y(t) inside the OWC:

H(ω) =
Y (ω)

X(ω)
, (4)

where X(ω) and Y (ω) are Fourier transforms of the
time series x(t) and y(t) respectively.

Fig. 4 demonstrates two cases: when the RAO which
is |H(ω)| is measured in an open sea without a beach
present Ho(ω), and when the RAO is measured in a
wave flume equipped with a beach Hr(ω). It is clear
that the presence of reflected waves in the measured
OWC response affects the resultant transfer function
introducing periodic oscillations of the RAO. The TF
Hr(ω) that corresponds to the case with reflections is
what is typically experienced in real flumes and will
be used as input to the next step in this methodology.

Fig. 4. Comparison of the system transfer functions identified in the
open sea environment (without wave reflections), and with reflec-
tions assuming that there is a vertical wall placed 15 m downstream
the test model that has a reflection coefficient of 0.2. Data generated
from the numerical model.

Step 2. Impulse response function
The next step is to use the identified transfer function

H(ω) and to evaluate its inverse Fourier transform

resulting in the impulse response function (IRF) of the
system h(t):

hr(t) = F−1
(
Hr(ω)

)
=

1

2π

∫ ∞

−∞
Hr(ω)e

iωtdω. (5)

For comparison, the IRF evaluated for two different
RAOs from Fig. 4 are shown in Fig. 5. Both IRFs
oscillate with a frequency equal to the OWC natural
frequency, both signals fade out after 10 s and this
settling time is affected by the system damping ratio.
However, the IRF calculated based on the Hr(ω) TF
has a distinctive signature of the reflected signal in the
time series.

(a)

Reflections
Causality

(b)

Fig. 5. Impulse response functions of the system identified perform-
ing the inverse Fourier transform of the TF: (a) for the case without
reflected waves, (b) for the TF contaminated by reflected waves.

Step 3. Causalisation
Depending on the placement of the wave probe

for incident wave measurements, it might be required
to perform a causalisation of the impulse response
function. It is known [16] that the WEC response to the
incident wave is non-causal meaning that the system
starts responding to the wave excitation before the
wave reaches it. The non-causal nature of the problem
is seen in Fig. 5. So if the wave elevation is measured
close to the placement of the tested model, the IRF
curve should be shifted to positive time values by
introducing a small time delay τc in order to achieve
zero values of the IRF for t < 0:

hc(t) = hr(t− τc), (6)

where hc refers to the causalised IRF.
The causalisation procedure is demonstrated in

Fig. 6. The IRF is extended to the region with t < 0
and then shifted to have zero values at t < 0.

Step 4. Gating
The causalised IRF hc(t) is then multiplied by the

windowing, or gating, function g(t) to remove a signa-
ture of reflected waves from the signal:

hg(t) = hc(t) · g(t), g(t) =

{
1 if t < tg

0 if t ≤ tg
(7)



475–4 PROCEEDINGS OF THE 15TH EUROPEAN WAVE AND TIDAL ENERGY CONFERENCE, 3–7 SEPTEMBER 2023, BILBAO

(a)

(b)

Fig. 6. Causalisation of the IRF using a time shift of τc = 3.2 s.

where hg(t) is the gated IRF, and the window width
tg should be chosen long enough to ensure that the
initial response of the system is completely attenuated
as demonstrated in Fig. 7.

Fig. 7. Gating of the IRF in order to remove reflection from the
signal.

Step 5. Gated transfer function
Once the IRF that is free from reflections is obtained

hg(t), the corresponding transfer function of the system
can be estimated by applying a Fourier transform to it:

Hg(ω) = F(hg(t)). (8)

The resulting recovered (gated) RAO is shown in
Fig. 8. A good match is achieved with the uncontam-
inated TF Ho(ω), but some discrepancies exist at a
low-frequency range. As shown in Fig. 7, the gating
window width is tg = 12 s which corresponds to
removing energy from the impulse response function at
frequencies below 1/12 = 0.08 Hz that is also observed
in Fig. 8. The MATLAB script used for temporal gating
is demonstrated in Appendix A.

Fig. 8. The recovered RAO due to the application of temporal gating.

There is a number of limitations associated with the
application of temporal gating:

• ideally, the reference signal should not be affected
by reflections. So it would be beneficial to use the
wave paddle signal as an input, or to decompose
the measured wave elevation into the incident and
reflected waves using the three-point method [14];

• systems with low damping ratios have longer
settling times, so it might be a situation in the IRF
analysis when the system’s oscillations are still de-
caying by the time the reflected wave signal from
the beach is also picked up by the wave sensor.
In this case, it would be difficult to distinguish
between the slow system dynamics and reflected
wave signature. So the temporal gating method-
ology in such situations might not be applicable.
For example, the settling time of a weakly damped
system is Ts ≈ 3.9

ζωn
(ζ is the damping ratio and

ωn is the natural frequency of the tested system),
the time it takes the signal to travel the distance
x to the beach and back is Tref = 2kx

ωn
(k is the

wavenumber that corresponds to ωn), and when
Ts > Tref or ζ < 3.9

2kx , then the temporal gating
cannot be applied in such experimental setup.

IV. EXPERIMENTAL ANALYSIS

The system identification procedure based on the
chirp input is demonstrated using physical experi-
ments conducted at the University of Adelaide, Aus-
tralia. The application of temporal gating to obtain
the RAO is demonstrated using experiments carried
out at the UNSW Sydney’s Water Research Laboratory,
Australia.

A. University of Adelaide
The University of Adelaide wave flume is 32 m

long, 1.2 m wide, and water depth can be set up to
1 m. Waves are generated using a passive hydraulic
piston-type wave paddle. The flume is equipped with a
wave-absorbing structure at the back of the flume. The
reflecting properties of the so-called beach are shown
in Fig. 9. The amplitude of the wave reflected from
the beach is less than 10% of the incident wave, while
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the wave paddle reflects almost 100% of the wave
approaching it.

Beach

Wave paddle

Fig. 9. Wave absorption properties of the beach structure installed
at the University of Adelaide.

Within an Australian Research Council research
project titled “Controlling coastlines while generating
power” [17], it was required to perform a large number
of tests to characterise various OWC designs (drafts,
horizontal lengths, and orifice plates). Therefore, to
save time, it was decided to use chirp input instead of
the traditional regular wave testing. The results of one
such test are demonstrated in this section. The tested
OWC is shown in Fig. 10.

Fig. 10. An OWC tested at the University of Adelaide, Australia.

The wave elevation measured 280 mm upstream of
the OWC inlet has been used as an input signal, and
the surface elevation inside OWC has been used as
an output. For this specific test, it has been estimated
that the damped resonant frequency of the OWC is
close to 1 Hz, so it has been decided to perform OWC
characterisation in a range of frequencies between 0.8
and 1.2 Hz setting ∆f to 0.4 Hz. The chirp sweep time
has been chosen to satisfy T∆f > 150 resulting in
T = 400 s but using a bi-directional sweep. The desired
wave amplitude has been set to 10 mm. The resultant
chirp input and the OWC responses, and the change

of the instantaneous frequency are demonstrated in
Fig. 11. It is clear from the plot that the wave amplitude
is not always 10 mm but varies between 12 and 15 mm.

Fig. 11. Example of using a chirp signal for the system identi-
fication in physical experiments: (a) the wave elevation and the
corresponding response of the OWC measured in the wave flume
at the University of Adelaide. The chirp sweep frequency is set
between 0.8 and 1.2 Hz, the wave amplitude is set to 10 mm; (b)
the instantaneous wave frequency of the generated wave.

The OWC system identification is done using the
time series shown in Fig. 11 and by applying the
MATLAB in-built function modalfrf with a Hann
window of 212 and setting ‘Sensor type’ to ‘dis’. The
TF identified from the chirp experiment is compared
against the TF obtained from the traditional regular
wave analysis, and the comparison is demonstrated
in Fig. 12. The regular wave results are obtained sep-

Fig. 12. Comparison of the OWC transfer functions identified using
a chirp methodology and using a regular wave analysis. The wave
amplitude of the incident wave is 10 mm. Note: the phase value starts
above 300 deg instead of the expected 0 deg due to the location of
the reference wave probe (280 mm upstream of the OWC inlet).
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arately for each wave frequency using a least mean
square fit and five wave periods free of reflected waves.
It should be noted that the temporal gating has not
been applied in this case. It is clear that the use of
a chirp signal provides a reasonable estimate of both
the phase and amplitude of the RAO even without
any additional post-processing of the incoming wave
measurements.

B. Water Research Laboratory (WRL), UNSW Sydney
A second set of experiments was conducted in WRL’s

3.0 m wave flume, which is 32.5 m long, 3.0 m wide
and was set with a 1.0 m water depth. The model
OWC shown in Fig. 13 was placed 15.4 m from the
wavemaker, and testing was performed with an orifice
diameter of 40 mm. More details on this testing can be
found in [18].

Fig. 13. The OWC tested at the UNSW Sydney’s Water Research
Laboratory, Australia.

As the natural frequency of the model OWC tested
in the flume was close to 0.6 Hz, the chirp signal was
generated between 0.45 Hz and 0.85 Hz, with a sweep
time of 200 s resulting in T.∆f = 80. The desired wave
amplitude was 20 mm. The reference wave probe was
placed alongside the tested OWC at the same distance
from the wave generator.

The gating step-by-step analysis is performed fol-
lowing the procedure explained in Section III and
shown in Fig. 14. However, one additional step is
added before calculating the system IRF, which is

the alteration of the transfer function with low- and
high-frequency values. The initial TF obtained from
modalfrf is very noisy outside the range of frequen-
cies not included in the chirp signal. For this reason,
the values of TF Hr(ω) for f < 0.4 Hz are set to 1, and
for f > 0.9 Hz are set to 0.

Reflections

Fig. 14. Application of temporal gating to remove reflections from
the OWC transfer function using experimental data collected at the
UNSW. Causalisation is done applying τc = 1 s, the gating is applied
using tg = 6.3 s.

In Fig. 14, the resultant RAO obtained from the chirp
experiments is compared against the RAO estimated
from a series of regular wave tests. To obtain the reg-
ular wave results, the time series used in the analysis
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has been truncated to exclude the first few cycles to
ensure that the wave is fully developed and the last
cycles where the effect of the reflected wave becomes
noticeable. Thus, the analysis of high-frequency waves
included up to ten cycles (full periods), while only
five cycles were used for the low-frequency waves. The
results demonstrate that RAOs calculated using chirp
and using regular wave tests have good agreement,
especially close to the resonant frequency.

V. CONCLUSION

This paper demonstrates a system identification
technique based on broad-band excitation using the
chirp signal to estimate the transfer function of
wave energy converters in physical experiments. This
methodology can be used as an alternative to regular
wave testing when the system’s parameter space for
investigation becomes very large. In order to remove
the effect of reflected waves from the measurements, it
is suggested to apply temporal gating, a signal process-
ing tool widely used in other engineering disciplines
involving the propagation of waves. The proposed
methodology has been illustrated with numerical data
and validated using two sets of experiments demon-
strating good agreement with results obtained using
regular wave analysis.

APPENDIX A
MATLAB SCRIPT FOR TEMPORAL GATING

% Inputs :
% x − input time − s e r i e s
% y − output time − s e r i e s
% Fs − sampling frequency

%% Step 1 : Transfer function , Eq . ( 4 )
n f f t = 2 ˆ 1 2 ;
[ H r , f ]=...
modalfrf ( x , y , Fs , hann ( n f f t ) , 1000 , ' Sensor ' , ' d i s ' ) ;
d f f f t = f ( 2 ) − f ( 1 ) ;
Nf = length ( f ) ;
dt = 1/( d f f f t *Nf ) ;

%% Step 2 : IRF , Eq . ( 5 )
h r = i f f t ( H r , Nf ) /dt ;
t f f t = dt * ( 0 : Nf−1) ;

%% Step 3 : Causalisation , Eq . ( 6 )
tau c = 3 . 2 ;
h c = c i r c s h i f t ( h r , round ( tau c/dt ) ) ;

%% Step 4 : Gating , Eq . ( 7 )
t g = 1 2 ;
g t = ones ( s i z e ( t f f t ) ) ;
g t ( t f f t >t g ) = 0 ;
h g = h c . * g t ;

%% Step 5 : Gated t r a n s f e r function , Eq . ( 8 )
H g = f f t ( h g , Nf ) * dt ;

This gating procedure relies on two time constants:
τc and tg . The choice of τc depends on the location
of the reference wave probe and on the hydrodynamic
properties of the WEC, so τc is constant for a particular
WEC geometry. The gating window tg purely depends
on the distance between the tested scale model and the
reflective structure. Therefore, the gating procedure can
be automated keeping in mind these factors.
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