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On tidal array layout sensitivity to regional
hydrodynamics representation

Connor Jordan, Daniel S. Coles, Fraser Johnson and Athanasios Angeloudis

Abstract—In-stream tidal devices are ready to be de-
ployed, yet the largest operational commercial array is
limited to 6MW. Upcoming government support should see
the size of such arrays increase by orders of magnitude,
and thus the optimal placement of turbines within tidal
arrays is an emerging challenge for successful commercial
integration. Hydrodynamic models are required to predict
the power produced by an array and the impact on the
surrounding environment. The influence of common model
inputs to layout optimisation are investigated herein. This
is achieved using a shallow water equation based tidal
array modelling framework, Thetis, coupled with a low
cost analytical wake model (FLORIS) that allows for rapid
assessment of the impact of small changes in hydrodynamic
results on array micro-siting. The sensitivity of array
optimisation at an intermediate development point (43
turbines) is interrogated through both artificial flow field
manipulation and the variation of model input pertinent
to the optimisation. A small margin exists in which an
optimised array layout will perform efficiently for a devi-
ation in flow prediction accuracy. However, incorrect flow
predictions by a range sensitive to model inputs had a
reduction of almost 8% on array efficiency relative to a
control case. The sensitivity of flow field variance by model
input changes, on extractable energy and array layout are
substantial. Comparing arrays sited on flow fields using
different bathymetry resolution leads to a discrepancy on
average of over 2% to average array power. Arrays sited
for different mesh resolution and friction representation
also see average changes up to and exceeding 0.75%. For
array developers and the future of this nascent industry,
re-calibration of the model at every stage of data collec-
tion coupled with early acquisition of bathymetry data is
critical not just for accurate power quantification, but also
array efficiency. At a regional scale, quantification of the
potential tidal resource must consider the consequences of
uncertainty in model input data and site constraints that
cannot yet be accounted for.

Index Terms—Tidal stream energy, tidal array micro-
siting, optimisation sensitivity
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I. INTRODUCTION

SEVERAL configurations of in-stream tidal devices
exist, waiting to be deployed at sea to convert

much needed renewable energy from the currents. In
spite of the available commercial options, there are
limited numbers of turbines operating in the ocean,
with the largest operating array currently capped at
6MW. A figure often cited is the 11% of UK electricity
demands that tidal energy could satisfy [1], but the ac-
curacy of this claim is challenged as investigations into
resource assessment improvements continue. Whilst
many mechanisms to achieve levelised cost of energy
(LCOE) reductions are available [2], few are as critical
in the sustainability of this nascent industry as array
layout – both for resource assessment and scheme
development.

To assess array layout and to maximize the power
output, the surrounding region needs to be modelled
to accurately capture the governing hydrodynamics. A
well-renowned, workable method of encapsulating a
region on the scale of 10-100 kilometres is by imple-
menting 2D or 3D hydrodynamic models, based on
the shallow water equations (SWEs). In these models,
individual turbines can be represented as momentum
sinks at discrete locations, accommodating basic wake
modelling and prediction of array power. However,
once turbine representation is depth-averaged and
simplified to a discrete patch of increased drag, the
designer may lose focus of the constraints that the
device may entail. On the other hand, too much focus
on such constraints may neglect consideration of the
uncertainty in the model used to design the array.

Various estimates have been reported on the ex-
tractable energy at sites such as the Inner Sound of
the Pentland Firth, UK, with significant variation based
on modelling methods and data availability. Numerous
optimisation techniques [3]–[6] have been developed
for array micro-siting but where applied practically,
these studies do not quantify the difference in poten-
tial power production as a result of the data used
to represent the regional hydrodynamics. This work
will utilise the methodology of [7] where an analytical
wake model designed for wind array operation and
optimisation (FLORIS from the US National Renewable
Energy Laboratory) was adapted for use in conjunc-
tion with a coastal ocean model (Thetis). A greedy
optimisation algorithm will be applied for varying
cases of a prospective site for array expansion (i.e.
the Inner Sound) with practical limits on placement
based on energy yield and minimum separation. The
optimisation strategy will be employed to emphasise
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sensitivities in micro-siting that may have a substantial
impact on the implementation of tidal arrays.

II. METHODOLOGY

A. Hydrodynamic modelling
Thetis1, is employed for hydrodynamic modelling,

utilising Firedrake [8], [9] to solve associated partial dif-
ferential equations using finite elements. Thetis is used
in its 2D configuration, solving the non-conservative
form of the non-linear shallow-water equations,

∂η

∂t
+∇ · (Hdu) = 0, (1)

∂u

∂t
+ u · ∇u+ g∇η = ∇ · (ν(∇u+∇uT ))− τb

ρHd

− ct
ρH

|u|u+ fu⊥,
(2)

where η is the water elevation, Hd is the total water
depth, u is the depth-averaged velocity vector, and ν
is the kinematic viscosity of the fluid. The term fu⊥

represents the Coriolis “force”, u⊥ is the velocity vector
rotated counter-clockwise over 90◦, and f = 2Ωsin(ζ)
with Ω the angular frequency of the Earth’s rotation
and ζ the latitude. The bed shear-stress (τb) effects are
represented through the Manning’s nM formulation as
per [10]:
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The treatment of inter-tidal processes, discretisation
and time-marching are covered in [7]. The thrust co-
efficient, ct, corresponds to a momentum sink for the
presence of the turbines and is discussed both in [7]
and Section II-B.

B. Tidal array modelling
The force applied by the tidal array when repre-

sented using the linear momentum actuator disc theory
is:

Farray =
1

2

∫
Ωarray

ρ ct(x) |u(x)| u(x) dx, (4)

with the thrust coefficient, ct(x), defined as:

ct(x) = Ct(u(x))At d(x), (5)

where At is the turbine swept area, Ct is the thrust
coefficient as a function of the velocity u(x), and
d(x) is the local turbine density [7]. Thus, following
the notation of (4), the power extracted at any given
moment by the array can be approximated as

Parray =
1

2

∫
Ωarray

ρ cp(x) |u(x)|3 dx, (6)

where cp(x) is a power coefficient function given as

cp(x) = Cp(u(x))Atd(x), (7)

and Cp is a power coefficient as per [7].

1http://thetisproject.org/

C. Analytical wake model
FLORIS is utilised as the analytical wake model for

the optimisation process, with a Gaussian description
of the wake [11];
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where U∞ is the approaching streamwise velocity, z
is the wall-normal coordinate with zh the turbine hub
height, k∗ is the growth rate of the wake (∂σ/∂x), d0 is
the diameter of the turbine and ϵ is the normalised
Gaussian velocity deficit at the rotor plane. The lo-
cal wake growth rate k∗ is estimated using the local
streamwise turbulence intensity, I [12]. Free-stream
linear superposition is applied as in [7].

D. Optimisation methodology
The custom greedy algorithm of [7] is adopted.

Greedy algorithms allow straightforward masking pro-
cesses for placement restriction such as enforcing min-
imum spacing constraints. As this approach places one
turbine at a time, the optimisation parameters consid-
ered in the micro-siting algorithm (i.e. x- and y- turbine
coordinates) are constrained relative to conventional
approaches allowing for quick assessment of arrays
extending to hundreds of turbines.

Some minor differences in application are made rel-
ative to [7]:

• When FLORIS identifies the location in the domain
with the highest velocity and adds a turbine, this is
now done using the hub-height flow map to save
computational time in depth-averaging flow fields
at different planes.

• The approach to selecting ambient flow fields is
the same as [7], but using just four flow fields in
total for ebb and flood directions.

• The performance constraints are optimised for
each case to deal with variation in flow speed
across the flow fields. See Table I. The minimum
separation constraint is consistent at 1.5 diameters.

E. Site: Inner Sound, Pentland Firth
The Meygen project2 is situated in the Inner Sound

of the Pentland Firth along the coast of north east
Scotland. Alongside the Orkney archipelagos, this area
experiences the magnitude of flow required to generate
substantial power for the UK energy grid. Tidal open
boundaries are forced using the Q1, O1, P1, K1, N2,
M2, S2 & K2 tidal constituents from TPXO [13] and
the model is run initially with 2 days of spin up time.
To generate flow fields for optimisation, the model is
run for 30 days and appropriate snapshots are selected.
In total, there are 8 sensitivity cases outlined in Section
II-F generated by varying input data. When assessing
power in Thetis of array layouts sited for these cases,
the model is run for 10 days to include peak spring

2https://saerenewables.com/tidal-stream/meygen/
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and ebb tides. Two meshes are employed for these
cases, alongside varying levels of bathymetry data and
bed friction. The baseline mesh is the one used in
[7], with Fig. 1 showing the primary location of mesh
refinement indicating the siting limits and the area
where additional bathymetry data is available. The
original mesh with a variable friction field and lower
resolution bathymetry (later denoted as Case OM-LR-
VF) was previously validated to acceptable accuracy
for methodological demonstrations as presented in [7]
and thus the same calibration parameters are adopted.

Fig. 1. Refined computational mesh around Stroma and north
east Scotland plotted using UTM Zone 30N. The boundaries of the
additional high-resolution Meygen bathymetry area, Meygen lease
area and placement boundaries for the cases considered are shown.
For comparison to the original mesh refer to [7].

Key model component differences between the study
setups can be summarised as follows:

1) Meshing: The original mesh (OM) is identical to
that of [7] with element size varying from 300–1,500m
close to islands and the shoreline up to 20,000m at the
seaward boundaries. At the Meygen site, the mesh is
refined to a 5m element size corresponding to ≈ 1

2
blade length. For sensitivity analyses, a refined mesh
(RM) is resolved to 20m on the lower half of Stroma
and at the North East tip of the mainland to account for
more accurate coastlines. The mesh generation process
includes defining multiple rasters to accommodate this
higher resolution of boundaries near the array area
based on higher resolution data that was not included
in [7].

2) Bed shear stress: In the absence of accurate bed
classification data, a constant bed friction coefficient
(CF) is often assumed. The influence of this assumption
is explored with variable friction fields (VF) derived by
data obtained from the British Geological Survey [14].

3) Bathymetry: Finally, bathymetry data in [7] was
provided by the Edina Digimap Service [15] (LR). Data
collected for the Meygen project (HR) has been made
available to the scale of 0.2m, which has been interpo-
lated to a 0.5m grid based on the element resolution
used within the array area.

F. Sensitivity case studies

To determine the influence of common model input
fields 8 cases are generated in Thetis by varying the fric-
tion representation, bathymetry dataset combination
and mesh. A summary of the cases is presented in Table
I. The velocity magnitude and direction is measured at
the locations of two Acoustic Doppler Current Profilers
(ADCPs - one for ebb, one for flood, as per [7]) in order
to determine the variation between various models
and measured data at these points. Case RM-HR-VF
is selected to be a baseline case for comparison as
it includes the most data from the Meygen site. The
difference in velocity magnitude and principal direc-
tion for each of the 8 cases and reality at the ADCP
locations are then calculated. This provides a range
of values to artificially modify baseline case velocity
fields by, subsequently re-siting arrays to indicate the
sensitivity of layout micro-siting to uniform changes of
the flow fields. Following this, the influence of input
data on the device layout configuration is investigated
by independently optimising and testing the layouts
on each case through an inter-comparison.

1) Sensitivity to flow field magnitude and direction devi-
ation: Velocity magnitude and direction are artificially
modified in FLORIS, to assess sensitivity to the values
ranges observed between models in Thetis (Table III).
The magnitude is incrementally varied and the direc-
tion is uniformly rotated. Whilst unrealistic, a uniform
variation exercise provides an intuitive basis of un-
derstanding the influence of uncertainty of the input
data may have on the optimisation results. Perfor-
mance based constraint parameters outlined in [7] are
employed to ensure productive micro-siting, based on
individual turbine power performance reductions, A,
cumulative individual power performance reductions,
B, and snapshot capacity factor, Γ. For the investiga-
tion into uniform changes in flow, all optimisations are
performed with A = 0.10, B = 0.175 and Γ = 0.50.

2) Sensitivity to model input changes: Each simulation
case generates a non-uniform change in flow pattern
across the optimisation region. An array is micro-sited
for each case and its resultant power quantified for
all other cases i.e. each of the 8 optimised arrays are
simulated for all input combinations. The choice of
flow fields are consistent, but display variation in field
average magnitude which impacts the efficiency of the
optimisation with the initial performance constraint pa-
rameters outlined above. As only 4 flow fields are used,
the performance constraint parameters must react to
the change in flow field, for example the snapshot ca-
pacity factor should be reduced if the velocity is lower
across the optimisation space. Updated parameters are
presented in Table I.
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TABLE I
PENTLAND FIRTH CASE VARIANCES. THE BASELINE CASE FOR INITIAL INVESTIGATIONS FOR UNIFORM CHANGES TO THE FLOW FIELD IS

HIGHLIGHTED IN BOLD.

Case ID Mesh Bathymetry Bed friction
Min. average Max. single Max. cumulative

snapshot turbine single turbine
utilisation ratio, Γ power reduction, A power reduction, B

OM-LR-CF Original Low res. Constant 0.50 0.10 0.175
OM-LR-VF Original Low res. Variable 0.40 0.15 0.25
OM-HR-CF Original High res. Constant 0.50 0.10 0.175
OM-HR-VF Original High res. Variable 0.40 0.125 0.20
RM-LR-CF Refined Low res. Constant 0.50 0.10 0.175
RM-LR-VF Refined Low res. Variable 0.40 0.15 0.25
RM-HR-CF Refined High res. Constant 0.50 0.10 0.175
RM-HR-VF Refined High res. Variable 0.50 0.10 0.175

3) Sensitivity to support structure inclusion: One fea-
ture that may be overlooked in depth-averaged models
is the support structure as it cannot be modelled in-
dependently from the rotors unless further resolution
is provided. Notably in [7] (and for the sensitivity
analyses above), the support structure is not included
in the formulation of the drag coefficient. However, an
increase in drag will cause a larger increase in channel
resistance which becomes critical as the number of
turbines increases [16].

The support structure is first implemented in Thetis
by using additional terms Asup and Csup which yields
a revised thrust coefficient formulation of:

ct(x) = (Ct(u(x))At + CsupAsup) d(x), (9)

Where a column width and height of 2.6m and 14m
are assumed respectively for the turbine support struc-
ture and thus a cross-sectional area Asup = 36.4m2. A
drag coefficient, Csup = 0.7 is used as per [17]. The
thrust coefficients on the overall turbine are updated
and the wake geometry parameters ka, kb, α and β
are re-calibrated against a Thetis wake as in [7]. The
updated parameters are shown in Table II.

TABLE II
CALIBRATED WAKE PARAMETERS FOR GAUSSIAN MODEL, WITH AND

WITHOUT SUPPORT STRUCTURE (SS) INCLUDED IN Thetis.

AR2000-20m - no SS [7] AR2000-20m

ka 0.1087 0.002173
kb 0.006912 0.02272
α 0.4886 0.5751
β 0.2496 0.2974

In order to determine the influence of the support
structure at small-medium array scales i.e. for an in-
termediate stage of the Meygen project, optimisation
is re-performed on Case RM-HR-VF for 43 turbines.

III. RESULTS

Fig. 2 presents the velocity exceedance probability
between 8 cases for the flood ADCP (duration of
the flood only) and ebb ADCP (duration of the ebb
only). As phase is tertiary in optimisation, velocity
exceedance is used to provide the indication in similar-
ity between modelled and measured data. Generally,
the models correlate well except for discrepancies in
velocity prediction in the flood at measured sites. The

worst case R2 value in the ebb is 0.938 for Case RM-
HR-VF, compared to flood R2 values of 0.777 and
0.815 for Cases OM-HR-CF and RM-HR-CF respec-
tively. Considering a single point, the mesh appears to
have the least influence on velocity magnitude, whilst
generally, the friction parameterisation causes the most
significant change in magnitude. Variable friction cases
correlate most closely in the flood, but correlate less
closely to the measured data compared with constant
friction cases. The introduction of the high resolution
bathymetry causes increased speeds across all cases.

Fig. 2. Velocity exceedance plots for (a) ADCP 1 (flood) and (b)
ADCP 2 (ebb) against modelled values.
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TABLE III
FLOW FIELD SENSITIVITY

Case RM-HR-VF Measured Minimum Maximum ∆max

Dominant flood direction (°) 123.28 121.41 121.41 125.21 3.80
Flood velocity, umean (m/s) 2.321 2.235 2.209 2.563 0.354
Dominant ebb direction (°) 279.41 271.47 271.47 279.97 8.50
Ebb velocity, umean (m/s) 1.963 2.192 1.963 2.259 0.296

Table III presents the flood and ebb velocity mag-
nitudes and directions for Case RM-HR-VF (baseline),
the measured data and the minimum and maximum
mean values across all cases.

A. Sensitivity to flow field magnitude and direction varia-
tion

Consider now the uniform deviation of flow mag-
nitude, ∆|u| and direction, ∆θ. Fig. 3 demonstrates
how modifying the flow fields for the optimisation
process may alter the array layout. For any scenario,
the general pattern of placement remains the same,
with initial placements toward the top of the domain,
followed by rows of turbines toward the bottom for
wake avoidance. When the flow speed is amplified,
more emphasis is placed on densely packing turbines
in high energy regions. When the flow direction is
rotated, more turbines are packed along the top of the
domain due to the ebb direction being offset leading
to less perceived wake interaction. Fig. 4 summarises
the change in array power with varying flow alter-
ations as the array is re-sited for each modified flow
field (quantified on the ground truth flow fields). The
base point of 0◦ direction change and 0m s−1 velocity
magnitude change corresponds to optimisation on the
baseline flow fields with no artificial modification.
Around this base point, small changes in direction
and velocity have relatively minimal influence on the
power production of the array against the baseline
case. The minimal reduction in power over the range
of ±2◦ aligns to a similar range in direction variation at
a single point (above rated speeds) seen over a single
spring-neap cycle in the flood or ebb. A large increase
in velocity generally has a lesser effect than a large
change in direction. Upon reaching a variation of 6◦

the power produced by the re-optimised array drops
significantly to an average of over 5%. Arrays sited
using flow fields that have been offset in both velocity
magnitude and flow direction produce the worst per-
formance, with a maximum reduction in power relative
to the original optimised array of over -7.5%.

B. Sensitivity to model input changes

With different model inputs the changes to the flow
fields must be considered, thus more appropriate flow
instances that suited all cases were selected to steer
the optimisation. Some cases had their optimisation
constraint parameters altered as per Table I. Main-
taining consistent optimisation constraint parameters
would require fields from different instances for each
input case, or alternatively using substantially more
flow fields. Fig. 5 plots the change in velocity fields by

Fig. 3. Layouts of optimised arrays for artifically modified flow fields
compared to the layout optimised for the ground truth flow fields.
Layouts are superimposed on the average kinetic density power
heatmap of the four ground truth flow fields used for optimisation.

Fig. 4. Influence of artificial flow velocity errors on total array power
output - showing the relative power deficit produced by an array
optimised for different flow changes against the baseline flow field.
Positive values correspond to uniform over-estimates.

modifying different input parameters in their expected
range.

Fig. 6 indicates the relative power deficit of an array
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Fig. 5. Velocity field in the flood and ebb over the optimisation
region for Case OM-LR-CF and the relative deficit against this case,
in descending order, OM-LR-VF, OM-LR-CF, RM-LR-CF. The velocity
deficit scale is 10× larger than the base plot.

optimised on the case given by the x-axis against the
array optimised for the quantification case given by the
y-axis. Table IV shows a summary of this information
by groups of optimised arrays. The most significant
variation in the predicted power for an optimised array
is the introduction of high-resolution bathymetry. This
is followed by refinement of the mesh and then the
variation in friction representation. It should be noted
that when using FLORIS to quantify the power, based
only on the four flow fields provided, the difference
in relative (snapshot) power deficits are 4.55%, 1.06%
and 0.39%, for bathymetry resolution, friction represen-
tation and mesh resolution respectively.

C. Sensitivity to support structure inclusion

Re-calibration of the FLORIS input to Thetis wakes
with support structure inclusion had minimal influence
on the far wake of an individual turbine. Support struc-
ture drag corresponds to 13.6% of modelled turbine
drag at rated speeds. Thus with optimisation emphasis

Fig. 6. Influence of input fields on total array mean power output
over 10-day period - showing the relative power deficit produced
by an array optimised for each case against the ‘correct’ case. Each
column demonstrates the effectiveness of the optimised array for
different input cases (relative to the ‘correctly’ optimised array). Each
row indicates the influence on power of different optimised arrays
for the same input case.

on wake avoidance and inability to consider array scale
blockage, no discernable change is seen in the array
layout relative to the original optimisation (excluding
the effects of the support structure) based on the
current model representation. Upon quantification in
Thetis, the decrease in power to the overall array as a
result of introducing the support structure was 0.23%.

IV. DISCUSSION

A. On the methodology
1) Mesh resolution: It should be noted that in order to

take full advantage of the high-resolution bathymetry
data provided the mesh would need to be further
resolved. The array subdomain would extend to en-
compass the increased resolution data area and the
mesh would be further resolved to match the data
resolution. This is beyond this scope for conducting the
necessary sensitivity analyses, as it would add substan-
tial computational overhead when investigating over
100 cases.

2) Artificial change of the flow field and choice of site:
An alternative to uniform modification of the flow field
would have been to take more measurement points
across the domain and to amplify the fields using an
interpolation method. This would distort the fields in a
non-linear fashion and alter the degree of curvature of
the flow. However, this does not necessarily provide
any additional insight or more accurately reflect an
inaccurate estimation and would increase the difficulty
in interpreting the output.

Idealised case studies could have been employed to
demonstrate the sensitivity of optimisation to varia-
tions in flow direction and magnitude or directly to
inputs. However, optimisation in idealised case studies
such as those utilised in [7] would provide sensitivity
analyses results that emanate from case design. Like-
wise, when investigating the sensitivity of optimisation
to bathymetry or friction, the results of an idealised
case could likely be easily pre-determined without
running any simulations. By using a realistic case with
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TABLE IV
AVERAGE RELATIVE POWER DEFICIT (%) OF GROUPS OF OPTIMISED ARRAYS FOR DIFFERENT QUANTIFICATION/CONTROL CASES.

Quantification Case
Optimisation Groups

Friction Bathymetry Resolution Mesh
Constant Variable Standard High Original Refined

OM-LR-CF -0.76 -0.13 0.39 -1.28 -0.09 -0.80
OM-LR-VF -2.03 -1.66 -0.80 -2.88 -1.29 -2.39
OM-HR-CF -1.17 -1.87 -2.26 -0.77 -1.39 -1.65
OM-HR-VF -1.64 -1.78 -2.99 -0.43 -1.29 -2.13
RM-LR-CF -0.65 -1.28 0.70 -2.63 -0.24 -1.68
RM-LR-VF -1.40 -1.09 0.03 -2.53 -0.75 -1.75
RM-HR-CF 0.07 0.77 -0.05 0.88 1.06 -0.23
RM-HR-VF 0.02 -0.20 -1.34 1.15 0.34 -0.53

Average difference 0.46 2.14 0.94

varying levels of data that might be encountered at
different stages or array design, valuable, non-trivial
insight is provided.

3) Flow field selection: A further issue in regard to
the selection of flow fields is how this influences
the emulation of over-prediction. Consider initially an
adjoint-based technique where the full simulation in
time is used (e.g. [3]). Amplifying the flow field speed
at every timestep, the period of time over which the
array is productive will be increased. The period of
time over which flow speeds are between cut-in and
rated would remain the same, but the time over which
flow speed exceeds rated would increase. For uniform
amplification or reduction of the flow speed, the ratio
of time a turbine spends above rated speed to the
time spent below causes a change in how efficient its
position is. Higher velocity fields may mean that the
array can be more densely packed, as the loss due to
a wake impinging on downstream turbines during the
build-up period may be less than the gain in power by
spending a longer period of time above rated speed.
Whilst initially intuitive, the ratio of exceeding to non-
exceeding rated speeds will vary across the domain
and thus emphasis on wake avoidance vs average
velocity maximisation will vary spatially.

However, to reduce the computational time of iter-
ating through hundreds of snapshots, only a few are
selected here. This is a common choice where a large
number of numerical simulations need to be performed
or if the domain is very large. The use of representative
flow fields near rated speeds, when using a limited
number of snapshots, is sensible in gaining a balance
between wake avoidance and high energy regions, In
this case, for a few flow fields of relatively similar
speeds, when the speed is uniformly amplified, the
array will likely become more dense in high energy
regions. However, without the temporal probability
of how frequently this flow field occurs, how much
denser the array becomes is not regulated. That is to
say, the ratio of rated speed over- vs under-exceedance
is not considered. Thus, an improvement of this study
would be to utilise a number of monitoring points to
apply a ratio to the power prediction in FLORIS, which
would allow for a more accurate assessment of how
important each flow field is in relation to its representa-
tive duration. This would also subsequently require an
increased number of snapshots to sufficiently represent

the temporal probabilities. Nevertheless, the influence
that overestimation of velocities will have in terms of
changing the build-up to post-rated ratio will still be
exhibited, it is just not as well moderated.

4) Further sources of internal uncertainty not included:
Some important factors that are not discussed or ex-
plicitly considered but also contribute to the feasible
power output and optimisation sensitivity are, 1) the
misalignment of the tidal turbine to the flow direction,
investigated and discussed in [18], 2) longer term
variations in the flow as discussed in [19]. This list
is not exhaustive, but serves to indicate the complex
nature of the problem in practice.

B. Sensitivity to hydrodynamic model accuracy
1) For uniform manipulation of the flow fields that guide

optimisation: Altering the model inputs has a notable
impact on the velocities modelled at ADCP locations,
with the R2 value ranging from 0.777-0.979 in the flood
and 0.938-0.997 in the ebb, relative to the measured
data. Whilst it is expected that a 2D hydrodynamic
model may overestimate velocities, some variation in
correlation between modelled and measured data cor-
responds to the geographical features of the Inner
Sound. In flood tides, a plateau emerges in low tide,
thus changing the global flow pattern which may
accentuate inaccuracies in the model.

As anticipated, changing the distribution and value
of Manning’s coefficient has a notable influence on
the modelled velocity magnitudes. The variable fric-
tion representation has a higher value to the south
of Stroma than the constant friction, hence the higher
velocities noted at the monitoring points. The mesh
did not have a substantial impact on the velocities at
the ADCP monitoring points, however the global flow
pattern around the island was altered, changing the
perceived resource to the east of the Meygen lease area.
Where the high-resolution bathymetry is available, it
appears to have the most significant influence on the
flow within the micro-siting area. A change in velocity
magnitude was anticipated due to a difference in mean
value of over 1metre between the Edina digimap and
Meygen data. The increased modelled variation in local
bathymetry subsequently leads to changes in direction.

By utilising the range in flood and ebb mean ve-
locities and direction for all model and measured
data, testing various ‘optimised’ array layouts based
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on varying degree of flow field manipulations demon-
strated notable optimisation sensitivity. Array layouts
were generally similar in pattern, that is that placement
was always based on high energy regions followed by
wake avoidance leading to fences of turbines across
the optimisation domain. Where velocity magnitude
was overestimated, more turbines were pushed to-
wards the higher energy regions with less focus on
wake avoidance. Combining overestimated magnitude
and misalignments in flow direction; within the range
between modelled and measured cases; had a po-
tential power reduction of almost 8%, relative to the
ground truth case, by incorrect placement of the array.
Within a range of 2°, the efficiency of the array is
not reduced by more than 0.6% relative to the ‘cor-
rect’ direction optimisation case, until the velocity is
also overestimated by 0.1m/s. A similar trend exists
for velocity magnitude, with significant power drops
once the overestimation of velocity exceeds 10% of the
rated speed of the turbine. Upon varying the direction
significantly, wake avoidance may be lost due to the
misalignment between the flow fields used for optimi-
sation and quantification, and hence within a low range
of variation (within 10°) this has a more significant
impact than velocity magnitude.

These trends exist whilst considering turbines with
full yaw capacity, and thus the effects will be even
further amplified when considering fixed direction
turbines. As the velocity magnitude is increasingly
overestimated, the conditions of capacity factor and
neighbouring turbine losses are more easily satisfied.
Hence should the velocity magnitude be underesti-
mated, it is likely this will have a less significant impact
on optimisation as long as the general flow pattern
remains similar.

2) For non-uniform changes caused by model inputs:
When comparing the performance of arrays optimised
directly on flow fields from the different input cases,
the inputs that have the most significant influence
on the flow pattern also have the largest influence
on array performance. Increasing the bathymetry res-
olution leads to an average of over 2% difference in
average relative power deficit for arrays optimised on
different input sets. Both changes to the mesh and
friction also cause array average relative power deficits
up to and over 0.75% between those optimised on
the different representations, with the mesh having the
more significant influence when quantified in Thetis.

There was a notable discrepancy in quantifying
power in FLORIS and Thetis. Whilst FLORIS is treated
as a black box for micro-siting, the power of each
array is calculated as part of this process in a cursory
manner. No slack tides are provided or proportioning
factors to account for a corresponding average cycle,
as there is no benefit in optimising for the slack con-
ditions and the only requirement is to increase array
power which is successfully achieved. However, from
FLORIS’ snapshot quantification, the variation of fric-
tion input was anticipated to have a more significant
input than the mesh, which was reversed in the Thetis
quantification. There are several factors that can be
attributed to this. Firstly, the ratio of time spent above

rated speed relative to speeds below rated were not
considered in the optimisation which may influence
the effectiveness of optimisation as already discussed
extensively. Secondly, hub height flow fields were used
in FLORIS which is conservative relative to Thetis. This
is consistent across cases, but any flow fields that were
generally higher in velocity magnitude will be less
influenced by the slight discrepancy between the hub
height and depth-averaged flow fields by the mid- to
far wake. Thirdly, the FLORIS version used does not
model blockage effects at any scale (though local block-
age can be incorporated [20]) or upstream effects due
to the presence of turbines. Finally, the optimisation
technique employed is still naive in its initial place-
ment, even with the performance constraints. When
an array is micro-sited using a different flow map,
the highest energy regions may have different spatial
distributions. Thus whilst the placement of the initial
turbines may be naive for the control flow fields, it
may not be for different flow fields. Hence in Thetis, for
various reasons, some arrays optimised to the control
flow fields are outperformed by others (particularly
due to the greedy nature of the algorithm).

Further work could have been done in every case
to find a more optimal array layout by changing or
increasing the number of flow fields and further opti-
mising the performance constraint parameters, includ-
ing making them adaptive. Regardless, there is a clear,
and not negligible, influence on the efficiency of the
array when the inputs are changed. Irrespective of
constraints, the greedy optimisation technique makes
some allowance for small variation in direction by
increasing the wake width using a moving average
flow field and using various flow fields. Optimisation
within the hydrodynamic model will also allow for
some small misalignment of flow relative to the ‘truth’
by running the hydrodynamic quantification for long
enough that there is a range of flow directions consid-
ered over time. Had the optimisation been performed
within Thetis, friction may have had a more significant
influence on array efficiency than the mesh using the
adjoint, as was seen in the FLORIS quantification.

As the focus of this study is on optimisation, the
results have been presented relative to a baseline array
that has been optimised on the ‘ground truth’ am-
bient flow data. However, there is also a significant
discrepancy in power prediction that should be noted.
For Case RM-HR-CF, the optimised array produces
an average power of 25.95MW during the quantifi-
cation period. However, the same array, when quan-
tified using the input data case RM-LR-VF produces
a power of only 20.89MW. This drop of almost 20%
when increasing bathymetry resolution and friction
representation demonstrates how significant the input
data and requirement for accurate calibration. Such a
large discrepancy results from the need to recalibrate
the models with more appropriate meshes or global
viscosity, but there are limited ADCP and gauges to
calibrate the model to, particularly for a site where the
coastline changes significantly with tide level.
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Fig. 7. Array layouts shown in FLORIS for a flood tide at the Meygen site with (bottom) and without (top) performance constraints included.
Both cases have practical constraints applied for bathymetry depth and foundation stability. The cyan outline indicates the optimisation
boundaries which are based on feasible locations.

C. Consequences of model accuracy for array developers
Focussing on just a change of bathymetry resolu-

tion, for example, there is a significant discrepancy
in both the power predictions and the efficiency of
the array. A change of 2% in predicted power could
be the difference between a project being feasible or
not. This indicates several considerations that array de-
velopers must take into account. Firstly, the proposed
array, needs to be continuously re-sited when more
data is made available. Secondly, the array needs to
be optimised based on the full potential scale even
with incremental placement, as the issues involved in
not doing this are amplified by the changes in data
availability as the project progresses. The scale of this
is highlighted by an array micro-sited in the Meygen
lease area using the same performance constraints in
Fig. 7. Thirdly, bathymetry data should be collected
early on in the project to avoid mis-estimation of
potential power returns, as this was found to be the
most significant factor on array efficiency. Finally, these
uncertainties exist solely within the single model used
to perform the placement. There are further variations
between different models and even further variation to
the actual flow as recorded by the ADCP data. Thus,
array developers must consider the consequences of
uncertainty that they cannot account for, not just in
prediction of array power but also in terms of efficiency
loss due to their array layout.

D. Support structure inclusion
The emphasis on wake avoidance in optimisation

means that the inclusion of support structure did not
change the array layout and had less influence on
the predicted power or efficiency of the array layout
than the change in input data. Placing 43 turbines in
the Inner Sound does not correspond to a significant
degree of global blockage as quantified in [7] and

thus the additional inclusion of support structure is
unlikely to see global blockage have a large impact
on power prediction. Whilst support structure is an
important factor in terms of additional energy taken
out of the channel, it is more pertinent to the optimi-
sation of global array density, as opposed to sub-array
scale considerations. Again, with different optimisation
techniques and hydrodynamic models, more notable
differences may have been produced.

V. CONCLUSIONS

The sensitivity of array optimisation at a mid-site
development scale (43 turbines) was probed using
artificial flow field manipulation and by variation of
input data field choices. For small changes or inaccu-
racies in the flow field, an array will remain efficient.
Overestimation of flow velocity magnitude reduces the
efficiency of an array due to more dense packing of
turbines due to increased exceedance of rated speed.
Incorrect prediction of flow direction has a larger in-
fluence due to the emphasis of the siting algorithm
on wake avoidance, whilst the combined effects of
uniformly incorrect flow predictions had a reduction
of almost 8% on array efficiency relative to the control
optimised array layout, even for turbines with full
yaw capacity. Extending to sensitivity of array layout
to model input data, arrays optimised without high-
resolution bathymetry data are outperformed by over
2% in average array power by arrays optimised on
the new flow fields with the new bathymetry data
included. The mesh resolution fineness and friction
representation also caused discrepancies of up to and
above 0.75% in some cases.

Site developers must therefore be mindful of the
extent of uncertainty that exists, as there is a quan-
tifiable consequence due to lack of data availability in
the early stages of resource quantification. This exists
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both in prediction of array power but also in terms of
efficiency loss due to their array layout, which must
be developed early to deal with practical constraints.
Consequently, re-calibration of the model at every stage
of data collection coupled with early acquisition of
bathymetry and ADCP data is critical to reduce un-
certainty in calculation of LCOE for site investigation
and array developers.
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